Application of Seasonal Trend Decomposition using Loess and Long Short-Term Memory in Peak Load Forecasting Model in Tien Giang
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ABSTRACT

Daily peak load forecasting is critical for energy providers to meet the loads of grid-connected consumers. This study proposed a Seasonal Trend decomposition using Loess combined with Long Short-Term Memory (STL-LTSM) method and compared its performance on peak forecasting of electrical energy demand with Convolutional Neural Network and LSTM (CNN-LSTM), Wavenet, and the classic approaches Artificial Neural Network (ANN) and LSTM. The study evaluated the models using demand data from the power system in Tien Giang province, Vietnam, from 2020 to 2022, considering historical demand, holidays, and weather variables as input characteristics. The results showed that the proposed STL-LSTM model can predict future demand with lower Base Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). Therefore, the proposed method can help energy suppliers make smart decisions and plan for future demand.
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I. INTRODUCTION

In current development trends, technology occupies an increasingly large part of life. Thus, the electricity demand is increasing rapidly along with the development of microgrids [1]. Microgrid models in the form of a small-scale power grid with advanced techniques and tools are designed for optimal energy operation [2]. The importance of consumer load forecasting is increasingly emphasized [3]. The problem of forecasting peak loads is considered complicated. Accurate short-term forecast results support efficient and convenient operation and exploitation of a power system in an area. If the prediction indicates that the storage capacity is insufficient to support future loads, the power company may notify users of this status, causing them to reduce their electricity usage. In [4], a hybrid approach was proposed for short-term forecasting of load demand in a typical microgrid, which was a combination of a static wavelet packet transform and a feedforward neural network based on the Harris Hawks Optimization (HHO) algorithm. HHO is applied to a feedforward neural network as an alternative training algorithm to optimize the weights and basis of neurons. In [5], Wavenet with dilating causal complexes and connection skip was used to work with long-term information, presenting various advantages compared to other statistical algorithms.

Many forecasting methods have been proposed to solve the load forecasting problem. These approaches are classified as statistical, persistence, machine learning, and association approaches [4]. In [7], a multiple linear regression model was presented to predict the hourly basic load demand [8], using the
trial-and-error method to determine the appropriate structure of the proposed model. A regression-based moving window with an adjustable window size-based method was presented in [9]. This method was compared with a Back-Propagation-based Neural Network (BPNN) to show the effectiveness of the regression-based moving window strategy. In [10], load forecasting was carried out in a microgrid using the persistence method. In [11-12], a Kalman filter-based model was proposed to forecast the short-term load demand of a household, comparing its performance with existing competing methods. Other models, such as autoregressive moving average with exogenous variables (ARMAX) [13-14], Auto-Regressing Integrated Moving Average (ARIMA) [15], Seasonal ARIMA (SARIMA) [16], and modified autoregressive moving average (ARMA) [17], were suggested for short-term load forecasting. However, these methods were not capable of handling nonlinear load characteristics, limiting their application.

Machine learning and composite approaches are considered to be powerful techniques for dealing with the nonlinear properties of loads. Machine learning approaches include Support Vector Machines (SVMs) and Artificial Neural Networks (ANNs) [18]. In [19-22], decomposition with Loess forecasting (STLF) was carried out by applying both SVM and a seasonally adjusted SVM-based association model (SSA-SVM). SSA-SVM was compared with seasonally integrated wavelet-based ANN and simple ANN, showing its superior performance. Several combined approaches were applied to load forecasting, such as SVM-based Particle Swarm Optimization (PSO) [23], Genetic Algorithm (GA) with SVM [24], firefly algorithm (FFA) SVM [25-26], SVM-based Grasshopper Optimization Algorithm (GOA) [27], improved fruit fly optimization algorithm based on SVM [28], horizontal movement algorithm based on hybrid PSO and SVM [29], Experimental Mode Decomposition (EMD) [30], and Wavelet Transform (WT) with PSO-SVM [31]. Least Squares SVM (LSSVM) is an improved type of SVM that has also been applied to load forecasting. In [32], LSSVM and LSSVM with PSO for STLF were compared with conventional approaches to demonstrate their effectiveness. A hybrid WT with Fruit Fly Optimization (FFO) and a sperm whale-based LSSVM algorithm were proposed in [33] for STLF, showing outstanding performance.

The machine learning methods have some disadvantages, such as difficulty in parameter selection and unclear choice of input variables. This study proposed an improved peak load forecasting approach using the Seasonal Trend decomposition using Loess (STL) combined with LSTM (STL-LSTM). The proposed STL-LSTM method was compared with some other competing models, such as ANN, LSTM, CNN-LSTM, and Wavenet, to evaluate its performance.

II. THE PROPOSED ALGORITHM

A. Methodology

1) Seasonal Trend Decomposition Using Loess (STL)

STL is a statistical technique that decomposes a time series into three parts: seasonality, trend, and residual [2]. It uses the locally weighted regression method, commonly known as Loess, to identify seasonal components and trends, while residuals are calculated by subtracting seasonal components and estimated trends from the initial time series. The trend component represents the long-term trend of the time series, while the seasonal component represents cyclical variations. Finally, the residual component captures fluctuations that cannot be predicted. The third panel of Figure 1 shows a seasonal component, with data variation of one cycle per year. The residual component, shown in the fourth panel of Figure 1, is the remaining variation in the data beyond the seasonal and trend components. Suppose that $Y_t$ is the value of the time series, $S_t$ is the value of the seasonal component, $T_t$ is the value of the trend component, and $R_t$ is the value of the residual component at point $t$, for $t = 1...n$. The three components of STL analysis relate to the raw time series as follows:

$$Y_t = S_t + T_t + R_t$$  \hspace{1cm} (1)

In previous studies, the STL method was applied to separate the data into three distinct parts, which were independently analyzed for training, validation, and testing sets. These components were used to predict the upcoming values of the time series.

![Fig. 1. Extracted samples of hourly and weekly seasonal components.](image)

2) Long Short-Term Memory (LSTM)

LSTM is a Recurrent Neural Network (RNN) architecture that has gained popularity due to its ability to effectively handle long-term dependencies in sequential data. Unlike traditional RNNs, LSTM uses gates and memory cells to selectively retain or forget information from previous time steps. This unique mechanism prevents the vanishing gradient problem commonly encountered in RNNs. Moreover, LSTMs are well suited for tasks that require modeling long-term dependencies, thanks to their capability to store information over extended periods. Numerous studies on load forecasting have demonstrated the efficiency of LSTM networks [9].
Time-series data plays a crucial role in power load analysis. When it comes to time-series forecasting, RNNs offer distinct advantages compared to feedforward neural networks. However, RNNs face two primary challenges during training. Firstly, as training progresses further into the past, the influence of the gradient signal diminishes, making it less effective for capturing long-term dependencies. This issue is commonly known as the gradient vanishing problem. Second, at each training step, the gradient must be calculated for the activation function. If the result exceeds one, the gradient update grows exponentially, particularly with an increasing number of layers, leading to a gradient explosion.

This study proposes a load forecasting model based on LSTM neural networks as a solution to the limitations of RNNs. LSTM networks are an enhanced version of RNNs, featuring a distinctive structure. The RNN network comprises a repeating module with a straightforward design, as shown in Figure 2. Each module in the RNN network includes a single layer. On the other hand, the LSTM network shares a structure similar to the RNN, except for the presence of the memory cell module, as illustrated in Figure 3. In contrast to the single-layer architecture of RNNs, LSTM neural networks involve four distinct interacting layers.

![The chain of RNN](image1)

The LSTM neural network model has four parts: an input, an output, a forget, and an update part, as shown in Figure 3. In Figure 3, \( x_t \) is multiplied by \( f_t \). The unimportant input \( x_t \) represents the input at time \( t \), \( h_t \) represents the hidden state at time \( t \), \( c_t \) represents the cell state at time \( t \), and \( \sigma \) denotes a logistic sigmoid function that returns a probability value between zero and one, indicating the possibility of signal transmission. A value of 0 indicates that the signal cannot pass, while 1 indicates that all signals are allowed to pass.

Each cell in an LSTM network has a complex structure, controlled by three gates: a forget, an input, and an output. Cells manipulate information in the network using these three gates to remove or add information to the cell state \( c_t \), i.e., "memory". The forget gate determines the forgetting level, as shown in Figure 4(a), \( f_t \) representing the gate control switch of the forget gate, which controls the number of forgotten previous cell states. Similarly to human memory, a forget gate can perform the function of forgetting unimportant information while retaining important information.

\[
f_t = \sigma(W_f[h_{t-1}, x_t] + b_f) \quad (2)
\]

Figure 4(b) shows the input port that receives new information from the peripheral input and chooses to remember the information in the current state and the data in the previously hidden state. This creates a new vector to hold the data, which can be updated. In the input port, the tanh class defines the candidate value of the updated content, and the sigmoid class defines the updated content. The probability value ranges from 0 to 1.

\[
l_t = \sigma(W_i[h_{t-1}, x_t] + b_i) \quad (3)
\]

\[
c_t = \text{tanh}(W_c[h_{t-1}, x_t] + b_c) \quad (4)
\]

The next step involves updating the cell state, as shown in Figure 4(c). This process is as follows. At first, \( c_{t-1} \) is multiplied by \( f_t \). Then the unimportant information is forgotten and the important information is retained. Finally, the information remaining in the current input is retained to obtain the latest cell state. This step varies depending on how updated each state is:

\[
c_t = f_t \cdot c_{t-1} + l_t \cdot c_t \quad (5)
\]

The sigmoid layer in the output gate defines the output from the current cell state, as shown in Figure 4(d). This process is performed using the tanh function. The output of the sigmoid layer is then multiplied by the processed value between -1 and 1 to obtain the output. Finally, the output gate switches the \( c_t \) cell state, and the obtained \( h_t \) output to the next cell is calculated as follows:

\[
o_t = \sigma(W_o[h_{t-1}, x_t] + b_o) \quad (6)
\]

\[
h_t = o_t \cdot \text{tanh}(c_{t-1}) \quad (7)
\]

where \( W_f, W_i, W_c, \) and \( W_o \) are the weight matrices of forget gate, input port, cell state, and output port, respectively, and \( b_f, b_i, b_c, \) and \( b_o \) are the bias vectors, respectively.

The traditional LSTM neural network model solves the problem of \( n \)-step prediction by adding a thick layer when providing the \( h_t \) output. This maps the hidden state to an \( n \)-dimensional vector, which in turn responds to the data format of the problem. The \( n \) steps are predicted completely independently at this point. Therefore, string dependencies between output labels are not considered when using LSTM for prediction. Furthermore, LSTM cannot support variable-length input. If a sensor suddenly crashes during monitoring, resulting in partial loss of predictive data, LSTM may not complete the training. These limitations can be addressed by employing the proposed model for electric load forecasting, which combines STL with LSTM. Figure 5 shows this sequential approach method.

![The chain of LSTM neural network](image2)
The dataset was first normalized between 0 and 1 using the Min-Max-Scaler for LSTM analysis. Then a lookback window of 1 was applied, where the input sequence was a sliding window of time steps and the output was a single value. The data were reshaped to fit the input geometry of the LSTM layer. This model consists of a hidden layer with 64 units, followed by a density output layer with a linear activation function. The model was compiled using the Adam optimizer and the mean-squared loss function. The model was trained and validated using prepared training and validation datasets. During training, the model’s loss and the validation loss were used to evaluate its performance.

B. Experiment

1) Dataset

A dataset on the electric load of Tiền Giang province, Vietnam, from 2020 to 2022 was used to evaluate the proposed method. Figure 6 shows some sample data. To address the problem of load forecasting, in addition to demand periodicity, factors that affect power consumption were considered. In addition to the periodicity of demand, weather factors such as outdoor temperature, humidity, solar irradiance, and wind speed during the day were included. Time factors such as festivals or economic factors play an important role in the accurate prediction of loads. However, the collection of these external factors is very complicated, and the collected data are usually expressed as continuous and cyclic time series during the day. This study evaluated data by timeline, time coding by day, week, month, holiday, and local outdoor temperature for the corresponding period. Figure 7 shows the temperature (in °C, orange) and electrical load (in kWh, blue) in Tiền Giang for the corresponding time in a day.
It can be seen that the load profile is significantly influenced by the temperature data variation. Therefore, the outdoor temperature acts as a highly correlated factor with the electrical load data. During the tests, the input data was normalized to the interval [0, 1]. Furthermore, 80% of the data was used for training and the remaining 20% was used for testing. These data were processed to predict the maximum daily load. Figure 8 shows daily peak data with seasonal features.

![Decomposition of Peak Demand Data](image)

Fig. 8. Observations, trends, seasons, and residuals of peak demand.

2) Evaluation Indicators

Five metrics were used to evaluate the predictive performance of the T-GCN model on $Y_t$ and the predicted $\hat{Y}_t$: Root Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE), Accuracy, coefficient of determination ($R^2$), and explained variance score (Var). The following equations show the calculation formulas:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (Y_t - \hat{Y}_t)^2}$$

(8)

$$\text{MAPE} = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{Y_t - \hat{Y}_t}{Y_t} \right|$$

(9)

$$\text{Accuracy} = 1 - \frac{\|Y - \hat{Y}\|_F}{\|Y\|_F}$$

(10)

$$R^2 = 1 - \frac{n \text{RMSE}^2}{\sum_{t=1}^{n} (Y_t - \bar{Y})^2}$$

(11)

$$\text{Var} = 1 - \frac{\text{Var}(Y - \hat{Y})}{\text{Var}(Y)}$$

(12)

RMSE and MAE are used to measure prediction error, while their smaller values indicate greater accuracy. Accuracy is used to detect the accuracy of the prediction, and higher values indicate greater accuracy. $R^2$ and Var measure the ability of the predicted results to represent the actual data, and larger values indicate better prediction accuracy. To assess the effectiveness of the LSTM model, the training loss over the training epochs was examined, as shown in Figure 9.

![Training Loss](image)

Fig. 9. Training loss of the LSTM model through the number of iterations.

3) Error Evaluation Results

Table I shows the performance of the models evaluated. The proposed model performed better in most criteria. The RMSE and MAPE coefficients clearly show the superiority of the proposed STL-LSTM method, as it scored lower values.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>1509.5</td>
<td>6.34</td>
</tr>
<tr>
<td>LSTM</td>
<td>730.87</td>
<td>4.96</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>359.18</td>
<td>2.08</td>
</tr>
<tr>
<td>Wavenet</td>
<td>298.93</td>
<td>1.66</td>
</tr>
<tr>
<td>STL-LSTM</td>
<td>292.53</td>
<td>1.52</td>
</tr>
</tbody>
</table>

According to the results in Table I, the forecasting model using ANN gave the highest error results. The LSTM model and the CNN-LSTM gave better MAPE of 4.96% and 2.08%, respectively. In the Wavenet pattern, MAPE dropped significantly to 1.66 and had an RMSE of 298.93. Overall, the results demonstrate that the integration of STL with LSTM significantly improved forecasting accuracy, as its MAPE of 1.52% and RMSE of 292.53 indicate that it produced highly accurate forecasts, with significantly lower errors.

The superiority of the proposed STL-LSTM model demonstrates that it could be a promising approach to time-series forecasting and capture of correlated characteristics that can be decomposed into seasonal and trend components. However, further analysis and validation on different datasets and periods are necessary to confirm its generalizability and robustness.

4) Forecast Graph Results

Figure 10 displays the forecast results, showing the actual (blue) and forecast (red) data. The proposed STL-LSTM method exhibited better accuracy since the forecast results and the actual data almost coincide. The other methods had large errors, showing greater divergence between the actual and forecast data.
In summary, integrating STL into LSTM enables the model to model the seasonal component of the data. This integration is particularly beneficial for both short-term and long-term variations in the time series, while preserving the ability to model the seasonal component. However, a drawback of the proposed STL-LSTM model is that its consumption, while maintaining or improving its performance.

Fig. 10. Comparison of actual value and proposed STL-LSTM network aggregation method.

III. CONCLUSION

The presented results show that the proposed STL-LSTM method had improved performance in terms of MAPE and RMSE. By integrating STL and LSTM, the model can capture both short-term and long-term variations in the time series, while preserving the ability to model the seasonal component of the data. This integration is particularly beneficial for forecasting seasonal time series, where the method needs to accurately predict both seasonal and non-seasonal components. In summary, integrating STL into LSTM enables the model to learn both the seasonal and noise components, resulting in improved forecasting performance. This approach can lead to better results in time series forecasting tasks. However, a drawback of the proposed STL-LSTM model is that its algorithm is more computationally intensive and time-consuming than the other compared methods. In the future, the algorithm will be expanded to be able to optimize multiple values at the same time and reduce its computational resource consumption, while maintaining or improving its performance.
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