Count Data Modeling for Predicting Crash Severity on Indian Highways
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ABSTRACT
This study collected data on road accidents for the years 2016-2020 for the NH-48 highway in Maharashtra, India to model their conditions. Road crash data models were developed using 70% of actual data for training and 30% for testing purposes. Negative binomial regression modeling was used to predict crash fatalities. The results showed that the factors that affected the fatality of road crashes were head-on-collision, friction, time zone, and weather conditions of the crash. The developed models were validated and tested using log-likelihood, AIC, BIC, MAD, MSE, RMSE, and MAPE values. Head-on-collision, AM, PM, light rain, mist/fog, heavy rain, fine, and cloudy were positively associated with the fatality of road crashes, while friction was negatively associated. The developed models can be used to predict the fatality/non-fatality of road crashes and implement road safety strategies on highways to reduce them.
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I. INTRODUCTION
Road crashes result from a variety of factors, such as road geometry, road traffic, vehicle conditions, human faults, etc. As these factors include a wide variety of subfactors, road crash analysis becomes a complex phenomenon to achieve a single-point solution. India is ranked first in the world in terms of road crash deaths [1]. Between 2020 and 2021, there was an increase of 12.6% in road crashes, 16.9% in deaths, and 10.39% in injuries [2].

A. Road Crash Data Modeling in India
In [3], a correlation was discovered between highway geometric parameters, traffic parameters, and crash rates for two-lane non-urban highways, showing a positive connection between the volume of heavy vehicles, speed, and crash rates, while shoulder and lane widths showed a negative relationship with crash rates. In [4], a random parameter model was developed for rural highways in India using accident data for 3 years on a 200 km highway segment. In [5], a method was proposed for road safety audits on four-lane national highways using multiple and nonlinear regression analysis. Additionally, an ANN model was developed with MATLAB R2009b neural network toolbox to identify safety parameters that minimize accidents in selected sections of the highway. In [6], road geometry and traffic variables were investigated in motorcycle crashes using a statistical technique called zero-inflated negative binomial regression for the NH-6 highway. The accident prediction model used accidents per year per km as a response variable and other data as input variables. In [7], eight national and state highways in Haryana were selected to develop accident prediction models with the help of 2-6 years of accident data, road geometry, and traffic data. Two modeling approaches were used, the Fixed/Random Effect Negative Binomial (FENB/RENB) and the M5 model, which is a binary decision tree learner used to predict a response variable and has linear regression functions at the terminal (leaf) nodes. The M5 model tree method was suggested as an alternative to RENB.

In [8], the effect of geometric design characteristics on the frequency of crashes on divided highways under various flow conditions was studied, using statistical modeling approaches such as Poisson and negative binomial regression. This study concluded that the negative binomial is an appropriate tool for predicting road crashes in this context. In [9], a crash prediction model was developed to identify the impact of accidents on the national economy. Crash data from a national highway during 2009-2012 were collected and linear regression analysis was used to suggest remedial measures to improve road safety. In [10], the influential parameters that resulted in fatal crashes were studied on three national highways of 2, 4, and 6 lanes, using logistic regression modeling. Influential variables were the number of lanes, the type of collision, and the number of vehicles. In [11], a regression model was developed to determine the relationship between the deaths of all road users by different modes of travel. The results showed that cycling, walking, and public transport systems had a low probability of fatal injuries, whereas two-wheelers, cars, and buses were at...
higher risk of fatalities. In [12], a generalized linear model was developed for crash prediction and accident hotspot detection on rural highways. The model showed that average daily traffic and average spot speed were the key factors responsible for road accidents.

B. Road Crash Data Modeling in Other Countries

In [13], crash-prediction models were developed for four-lane median-divided roads in Italy using accident data from 1999 to 2003, and statistical analysis was performed with the help of a negative multinomial regression model. The findings of this study were separate for both curves and tangents. Length, Annual Average Daily Traffic (AADT), and 1/radius were the significant variables for the curves, while for the tangents it was the junctions along with length and AADT. In [14], a generalized linear modeling method was used to develop crash prediction models for Italy's rural motorways, using 2001-2005 crash data and developing separate models for total and severe crashes using a negative binomial distribution. This study considered traffic volume, speed, alignment, design, sight distance, cross-section, and interchange ramps as explanatory variables. In [15], the parameters that contributed to fatal hit-and-run crashes in California, USA, were identified, using a logistic regression approach. The parameters were traffic control devices, speed limits, roadway profiles, and lighting conditions to reduce hit-and-run cases. In [16], differences in the severity of driver injuries between single and multiple-vehicle accidents of trucks were investigated, using 10-year accident data from a rural highway and a mixed logit modeling technique. The study concluded that there was a substantial difference between impacts on the severity of driver injuries in single/multiple vehicle accidents due to a variety of variables, such as roadway, driver, and environmental and vehicle characteristics. In [17], a crash data analysis was performed in Riyadh City, Saudi Arabia, considering a logit modeling approach, showing that a crash involving multiple vehicles is less severe than a crash involving a single vehicle.

In [18], Generalized Linear Modeling (GLM) and Geographically Weighted Poisson Regression (GWPR) were compared using crash data from 58 counties in California, showing that GWPR performed better in the specific context. In [19], the severity of road accidents per vehicle type was investigated in Greece, using lognormal regression analysis and concluding that weather conditions and night increased the risk of accidents. In [20], the impact of variable speed limits on road safety was studied using decision trees. In [21], the Negative Binomial-Multinomial Logit Fractional Split (NB-MNLFS) method was presented as an alternative to the most common modeling technique for unobserved heterogeneity. This method was compared to the multivariate random-parameter negative binomial model, showing excellent potential. In [22], accidents involving driving under the consumption of drugs/alcohol and resulting in fatalities were studied, using data from the forensic toxicology databases of the Norwegian road traffic crash registries in 2005–2015 and logistic regression, and finding that risk factors, such as not using seat belts or helmets, driving with invalid licenses, and overspeeding, were important.

In [23], time series modeling was used to study the relationship between police enforcement, traffic accidents, and traffic violations. The results showed that traffic violations and crashes had weekly variations and were affected by weather and holiday conditions, while the police patrol time was not affected. In [24], the combined effect of lighting and weather conditions was studied in single-vehicle accidents in Scotland, using data on the severity of injuries from 2016 and 2017. The results showed that all the parameters had different effects on the severity of the crashes. In [25], a mobile application system was proposed to report road accidents and driver overspeed awareness to improve road safety. In [26], a study was conducted on driver characteristics and their impact on road safety. The driver's characteristics were assessed by an actual driving experiment with a safety expert and responses to a questionnaire. A simple linear regression model was developed, showing that driving experience and skill, headway, and defensive driving affected driving performance. In [27], a survey was conducted to determine the local public opinion on crashes, showing that human and road factors have the most significant impact, with negligent driving and overspeeding being the main causes of road traffic accidents.

II. METHOD

Figure 1 shows the method used to achieve the study objectives, presenting its 3 major stages: Road crash data collection, modeling fatality/non-fatality of crashes, and validation of the models.

A. Road Crash Data Collection

Data were collected from the National Highways Authority of India (NHAI) between 2016 and 2020 for the NH-48 rural national highway, which passes through the state of Maharashtra and has a length of approximately 265 km, considering both sides of the highway.

B. Modeling the Fatality/Non-fatality of the Crashes

The road crash data collected were statistically studied and, based on their distribution, a negative binomial regression model was identified to predict the fatality/non-fatality of crashes in the study area. Negative binomial regression is similar to regular multiple regression, except that the dependent variable (y) is an observed count that follows the negative binomial distribution. Thus, the possible values of y were the non-negative integers: 0, 1, 2, 3, and so on. Negative binomial regression is a generalization of Poisson regression, which loosens the restrictive assumption that the variance is equal to
the mean made by the Poisson model. The mathematical form of the negative binomial regression is as follows:

$$\ln(y) = \beta_0 + \beta_1 x_1 + \cdots + \beta_m x_m$$  \hspace{1cm} (1)

### C. Validation of the Models

The developed models were validated based on log-likelihood, Bayesian Information Criteria (BIC), Akaike’s Information Criteria (AIC), Mean Absolute Deviation (MAD), Mean Square Error (MSE), Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE) values. Table I shows the criteria used for the validation of the models.

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Log-likelihood</td>
<td>Highest</td>
</tr>
<tr>
<td>2</td>
<td>AIC</td>
<td>Lowest</td>
</tr>
<tr>
<td>3</td>
<td>BIC</td>
<td>Lowest</td>
</tr>
<tr>
<td>4</td>
<td>MAD</td>
<td>Lowest</td>
</tr>
<tr>
<td>5</td>
<td>MSE</td>
<td>Lowest</td>
</tr>
<tr>
<td>6</td>
<td>RMSE</td>
<td>Lowest</td>
</tr>
<tr>
<td>7</td>
<td>MAPE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0-10% = High precision</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-20% = Good</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20-50% = Reasonable</td>
</tr>
<tr>
<td></td>
<td></td>
<td>More than 50% = Inaccurate</td>
</tr>
</tbody>
</table>

### III. RESULTS AND DISCUSSION

The data were divided into 2 parts, namely training and validation sets. The training data were the 70% of the actual data and were used to train the models, which were then validated on the 30% of the actual data. Four models were developed, which are discussed in detail below.

#### A. Model 1

The independent variable selected here was the nature of the crash, which was classified as head-on-collision, overturning, rear-end-collision, friction, etc. Figure 2 shows the parameter estimates of Model 1. It can be seen that intercepts $B = 2$ (head-on-collision) and $B = 6$ (friction) are the only significant parameters of the nature of the crash. The equation of the model is:

$$\ln(y) = -2.067 + (0.474 \times HeadOnCollision) - (2.263 \times Friction)$$  \hspace{1cm} (2)

#### B. Model 2

The independent variable selected here was the time zone of the crash, which was classified as AM and PM. Figure 3 shows the parameter estimates of Model 2. It can be seen that the intercept Zone = 0 (AM) is the only significant parameter from the time zone of the crash. The equation of this model is:

$$\ln(y) = -1.993 + [0.535 \times TimeZone (AM/PM)]$$  \hspace{1cm} (3)

#### C. Model 3

The independent variable selected here was the weather condition of the crash, which was classified as fine, cloudy, light rain, heavy rain, etc. Figure 4 shows the parameter estimates for the model. It can be seen that the intercepts $H = 1$ (fine), $H = 2$ (mist/fog), $H = 3$ (cloudy), $H = 4$ (light rain), and $H = 5$ (heavy rain), were the only significant parameters of the weather condition of the crash. This model is described as:

$$\ln(y) = -27.122 + 25.180 \times Fine + 25.823 \times Mist/Fog + 25.550 \times Cloudy + 24.963 \times LightRain + 25.513 \times HeavyRain$$  \hspace{1cm} (4)

#### D. Model 4

The independent variables selected here were the nature of the crash, which was classified as head-on-collision, overturning, rear-end-collision, friction, etc., and its time zone, which was divided into AM and PM. Figure 5 shows the parameter estimates of the model. It can be seen that the intercepts Zone = 0 (AM) and $B = 6$ (Friction) are the only significant parameters from the time zone and the nature of the crash, respectively. The equation of the model is:
\[ \ln(y) = -2.239 + [0.496 \times \text{TimeZone(AM/PM)}] + (-2.266 \times \text{Friction}) \]  

(5)

The results of this study state that the nature of the crash and weather conditions are the most important factors associated with the crashes. The nature of the crash and weather conditions were also associated in [10, 21, 23, 24]. Negative binomial regression modeling is the best-suited tool for crash prediction modeling [8].

IV. MODEL VALIDATION

The four developed models to predict the fatality or non-fatality of road crashes, shown in (2)-(5), were validated using the criteria shown in Table I. Table II shows the validation parameters for the four models. Model 4 showed the highest log-likelihood and the lowest AIC and MAD values among the others, being -477.904, 973.807, and 0.1597, respectively. Model 2 showed the lowest BIC, MSE, and MAPE values among all models, being 992.261, 0.132, and 0.1303, respectively. Model 1 had the lowest RMSE value among all models, being 0.359.

TABLE II. MODEL VALIDATION PARAMETERS

<table>
<thead>
<tr>
<th>Model</th>
<th>Log-Likelihood</th>
<th>AIC</th>
<th>BIC</th>
<th>MAD</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-482.220</td>
<td>980.441</td>
<td>1019.884</td>
<td>0.2515</td>
<td>0.1289</td>
<td>0.359</td>
<td>0.1306</td>
</tr>
<tr>
<td>2</td>
<td>-489.200</td>
<td>982.400</td>
<td>992.261</td>
<td>0.2669</td>
<td>0.132</td>
<td>0.363</td>
<td>0.1303</td>
</tr>
<tr>
<td>3</td>
<td>-487.591</td>
<td>989.181</td>
<td>1023.695</td>
<td>0.256</td>
<td>0.1342</td>
<td>0.3664</td>
<td>0.1367</td>
</tr>
<tr>
<td>4</td>
<td>-477.904</td>
<td>973.807</td>
<td>1018.182</td>
<td>0.1597</td>
<td>0.1592</td>
<td>0.3999</td>
<td>0.1593</td>
</tr>
</tbody>
</table>

Finally, it can be seen that there is not much significant difference between the values of all models. All four models are valid, while Models 2 and 4 are the best-fitted to predict the fatality or non-fatality of road crashes.

V. CONCLUSIONS

Road crash data from the NH-48 rural national highway in Maharashtra, India, were studied and modeled to predict the fatality of road crashes using the negative binomial regression technique. Four models were developed incorporating variables such as the nature, time zone, and weather conditions of the crash. Two important parameters were identified under the nature of the crash, namely head-on-collision and friction. For the time zone of the crash, the two parameters (AM and PM) were identified. Five important parameters were identified under the weather conditions of the crash, namely light rain, mist/fog, heavy rain, fine, and cloudy. All four developed models were valid, while Models 2 and 4 were the best-fitted to predict the fatality or non-fatality of road crashes. Head-on collision, AM, PM, light rain, mist/fog, heavy rain, fine, and cloudy were positively associated with the fatality of road crashes, while friction was negatively associated. The developed models can be used to predict the fatality/non-fatality of road crashes and design further road safety strategies on the highway.
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