Abstract-Mapping is an essential and basic requirement for a mobile robot in order to be able to navigate autonomously. This paper proposes a solution for autonomous navigation and real-time mapping using the virtual humanoid robot called NAO. The robot navigates through its environment using ultrasonic sensors only and develops a 2-D map of the environment. For implementation and testing, the Webots simulator was used. It provides real-time values, modification and designing of the 3-D world arena, and plugins for other parameters control. We test autonomous navigation in differently shaped environments. The proposed mathematical algorithm allows the autonomous navigation of the robot and calculates the position of the robot and the obstacles (if any). The results indicate that the algorithm can localize the robot within the environment whereas the accuracy in localization can be increased by adding a control constant to the orientation of the robot. The results demonstrate that the algorithm is more effective in the rectangular arena than in the triangular and pentagon arenas.
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I. INTRODUCTION

Humans can navigate through unknown areas while avoiding collisions with other humans or objects. We are, also, capable to develop maps in our cognition of the known areas, which help us navigate. If we want robots to navigate around the world as humans do, then they must be capable of autonomous navigation, avoid unnecessary contacts with objects or humans, and develop maps. For navigation in outdoor environment, mobile robots are preferred. However, humanoid robots, due to their symmetrical structure to human beings, are preferred for indoor environments. This structure eliminates many singularity constraints and enables the robots to act in an environment designed specifically for humans [1]. In other words, one can say that humanoid robots can take the place of humans in many workplaces as these days robots are performing very well in assisting humans in health, education, research, etc. [2].

For a humanoid robot to perform a task successfully in a real-world environment, stable dynamic biped locomotion is required [3]. Also, in order to work efficiently, a robot must know about its environment through maps, its own and obstacles' location in the environment. However, due to limited sensing capabilities, it is challenging for a robot to localize itself and detect obstacles in its environment. GPS has been used to determine the location of the robot, however, the GPS does not work in indoor environments or produces an error in location due to the absence of line of sight or reflected signal [4]. Furthermore, other sensors are required to detect the objects/obstacles in the environment. By adding more and more sensors, the complexity of the algorithms increases, adding delay in real-time response during navigation. In this paper, we propose an algorithm for obstacle detection and autonomous navigation and mapping of a humanoid robot by using ultrasonic sensors. For this purpose, we used a virtual humanoid, the NAO robot, for our experiments [5]. NAO is a humanoid robot with 25 degrees of freedom, dual vision cameras, force sensors on its feet, touch sensors in the head and arms and a pair of ultrasonic sensors on its chest. Apart from that, the robot has internal temperature and position sensors to detect joint motors’ temperature and joint positions. The official vendor of the robot provides a simulator, Choregraphe, for the robot. However, for the experiments, we have used a third-party open-source simulator, Webots [6]. In comparison to Choregraphe, Webots provides extra features such as adding obstacles in the environment and tracking the odometry of the robot. The simulator also contains motion libraries to access robot joints and move them through high-level commands. During the motion, the motion library of the robot also controls physical the stability of the robot, thus, the robot does not fall
while walking. The robot can be programmed to reach a specific point in its environment by walking, in its frame of reference [7].

The purpose of this study is to propose a mathematical algorithm for the NAO robot to detect objects using ultrasonic sensors and localize the detected objects in the environment and localize itself using odometry. Furthermore, the algorithm creates a 2-D map of the space/environment in which the robot navigates.

II. LITERATURE REVIEW

Different researchers have worked on the mapping of NAO humanoid robots using the fusion of the different sensors, i.e. IR sensors, RGB camera, tactile sensors, and ultrasonic sensors [8]. Authors in [9] proposed a method for autonomous navigation of the NAO robot using a fusion of visual and robot odometry. Their approach improves robot pose estimation using the fusion of odometry compared to robot odometry. However, fusion makes the algorithm computational expensive. Furthermore, the experiment was conducted in a rectangular environment where the robot followed a predefined path, either straight or L-shaped, only, thus limiting the environment and walking length and direction. Authors in [10] demonstrated the navigation of indoor environment by NAO robot using robot’s odometry. They used the vision of the robot only to confirm the target position and adjust in pose at any other location than the target position. The robot was tasked to reach for a door that contains a specific symbol. The robot navigates straight using odometry until it reaches the target. Although the experiment was performed using a real robot, however, it was performed in a controlled environment where no active object was present. This limits the capability of the algorithm to navigate and map in an environment with active objects present. Authors in [11] proposed a fuzzy logic-based obstacle avoidance algorithm for the virtual NAO robot. The algorithm decides the orientation and walking speed of the robot based on the data from ultrasonic sensors. They performed the experiment using a virtual robot in Webots simulator, as we do in this study. However, the scope of their study is limited to obstacle avoidance only, whereas our study focuses on autonomous navigation 2-D mapping, which contains obstacle avoidance as a part of the algorithm.

Apart from humanoid robots, mobile robots also have been used for testing algorithms for autonomous navigation and obstacle avoidance. Authors in [12] designed a fuzzy logic control system to steer a mobile robot for autonomous navigation and obstacle avoidance. However, they considered a simple two-wheeled mobile robot, which reduces the complexity of motion. Furthermore, the authors used simulated sensors to detect the position and angle of the obstacles with respect to the robot.

The above-mentioned studies either use a fusion of multiple sensors [9, 10] or limited scope of the robot is considered using ultrasonic sensors [11, 12]. Furthermore, using multiple sensors increases the complexity in getting data and computational cost. Also, dependency on many sensors can cause failure while performing a task, whereas the battery life is affected adversely [13].

III. METHODOLOGY

Two ultrasonic sensors, along with the ultrasonic transmitters, are placed on the chest of the robot. The sensors are in a distance of 0.0832m (8.32cm) apart from each other. Each sensor is able to detect 40KHZ frequency with an effective cone angle of 60° and range from 0.25m to 2.55m [8]. The simulated robot is able to detect any object within this cone angle and range. It returns the distance of the object from the sensors, irrespective of its position. If there is no object within the range and cone angle, then the simulator returns the maximum distance, i.e. 2.55m. Since the two ultrasonic sensors return the distance from the object, thus it is challenging to locate the object within the space.

The proposed autonomous navigation algorithm lets robots make movements autonomously based on the sensor data. If the sensors detect any object at distance less than 0.8m, then the robot makes a turn, otherwise, it makes a forward move. The robot makes a left or right turn if an object is at a distance less than 0.8m on either the right or the left side respectively. If both sensors detect an object at a distance less than 0.8m then the robot makes a u-turn, i.e., a 180° turn. The distance, 0.8m, is selected for the robot’s safety purpose as it should not strike the object while extending its arms. Figure 1 shows the flow diagram of the autonomous navigation.

![Flow diagram of the autonomous navigation.](image)

In order to locate the object, we assume that both sensors detect the same object at the same distance. In Figure 2, considering "O" as the object position, with respect to the center of the robot, L and R are the distance between the object and the robot detected by the sensors on either side and "D" is the distance between the object "O" and centre of the robot is given by (1):

\[
D = \frac{L + R}{2} - \frac{\sqrt{(L - R)^2}}{2}
\]
\[ D_L = \sqrt{L^2 - 0.0416^2} \]
\[ D_R = \sqrt{R^2 - 0.0416^2} \]
\[ D = \frac{D_L + D_R}{2} \]

where \( D_L \) and \( D_R \) are the object’s distance from the left and right sensor, and \( D \) is the object’s distance from the robot.

The constant, 0.0416, in (1) is the distance (in meters) from the center of the robot to the center of the ultrasonic sensor on either side of the chest. In order to locate the object on the map, we consider the current position of the robot, the distance from the object. It should be noted that the robot is initially placed along the X-axis and Z-axis is on its left side whereas the Y-axis is perpendicular to the robot. In order to determine the position of the detected object, we use the distance calculated by both sensors and then add it to the existing position of the robot. The group (2) of equations provides the calculation details.

\[ OL_x = R_x + D_L \cos(R_0) \]
\[ OR_x = R_x + D_R \cos(R_0) \]
\[ OL_z = R_z + D_L \sin(R_0) \]
\[ OR_z = R_z + D_R \sin(R_0) \]
\[ O_x = \text{Average}(OL_x + OR_x) \]
\[ O_z = \text{Average}(OL_z + OR_z) \]

where \( OL_x, OR_x \) are the object’s \( x \) coordinates with respect to sensors, \( OL_z, OR_z \) are the object’s \( z \) coordinates with respect to sensors, \( R_x, R_z, R_0 \) are the robot’s \( x, z \) coordinates, initially 0, and \( O_x \) and \( O_z \) the object’s \( x, z \) coordinates.

The position of a robot in its environment’s Cartesian system is usually expressed in the position coordinates \( (x, y) \), and the orientation \( \theta \) [14]. Initially, the robot’s orientation and position in \( x \) and \( z \) (instead of \( y \) here) are 0. We conducted an experiment for calculating the step size and the angle of the robot when it walks straight or makes a turn as we observed deviation from the GPS position provided by the simulator and the actual location of the robot in the environment. We experimentally found the step size and effective angle of the ultrasonic sensors for the calculations in our algorithm.

IV. Experiments and Results

In order to observe the robot’s motion and behavior in the simulation, we controlled the robot manually by sending commands through a keyboard. First, we calculated the deviation in forwarding motion as mentioned in [10], hence, we designed an arena without boundary walls and obstacles, and allowed the robot to move straight forward on the \( x \)-axis only. After running the simulation for 150 steps, we observed that the robot did not follow the straight line but deviated from the desired path and the average deviation was 0.1856° per step. The deviation was calculated by taking the difference between the initial value of the inertial unit, yaw, and the final value. The deviation did not form a regular pattern but was random at every stage. One can get a different deviation value by running the simulation for more than 150 steps.

A. Step Size Experiment

The distance covered by the robot depends on the step size of the robot. We did an experiment to calculate the step size, which is mentioned in the reference manual as 0.088m. While performing the step size experiment, the initial coordinates were noted down, and then we sent the move forward command through the keyboard and noted down the final coordinates. The change in the distance gives us the step size of the robot and was found to be 0.086553m per step. The average of 150 steps was found to be 0.088m as claimed by the reference manual of the robot.

B. Rotation Angle Experiment

NAO robot can make a turn on either its left or right side depending upon the information received from the sensors. These turns are made using specific motion files designed by the developer in which the joints and their values, which are changed during the turn, are defined. In this experiment, we only considered 3 angles for the turns: 60° turn to the left side, 60° turn to the right side and 180° turn to the right side. The deviation in the 180° rotation was found to be 12°, which means the robot rotates by 192.56° rather than 180° while making a U-turn. For 60° rotation, the deviation was found to be 3° in both left and right turns. The rotation performed was at 57° rather than 60 degrees. The deviations can be observed in Figure 3. We tested the algorithm for autonomous navigation, localization and 2-D mapping in 3 different arenas. In the experiments, the robot position provided by the simulator GPS and the object position, set by the user, were considered ground truths. The graphs were plotted with calculated positions against the ground truths. The autonomous navigation was limited to 150 steps. The measurements on axes in all the figures are given in meters.
C. Rectangular Arena

The rectangular arena was created with four walls, whereas the height of the walls was kept the same to that of the robot. The arena is 2.5m×2.5m area in size. The robot started from different points, i.e. the upper right corner, the lower left corner, and the center to observe if there were any changes. No significant change was observed in the results, thus we considered the center point as the starting point of the navigation. Figure 4 shows the simulated rectangular arena and the robot. The results of autonomous navigation and localization are plotted in Figure 5. The grey color shows the calculated path using the proposed algorithm and the red color path shows the simulator’s GPS path followed by the robot. The green color represents the wall bounding the robot in the rectangular arena and the blue points on the map show the parts of the wall detected by the ultrasonic sensors of the robot as objects and plotted on the map with respect to the robot’s position using the proposed algorithm. It is evident that the robot’s position and orientation are very accurate while moving in a straight direction. However, a deviation can be seen after the robot is taking turns. This confirms the results shown in Figure 3. We found that the deviation varies in each turn. In order to remove this error, we calculated an average of the deviations of the turns the robot made during the 150 steps. The results improved after considering this offset in turns, as shown in Figure 6.

D. Triangular Arena

The experiment was repeated for the same number of steps in a triangular arena. The arena's area size was kept almost the same as that of the rectangular in the previous experiment.
Figure 7 shows the results obtained while navigating through the triangular arena. Figure 7 shows that the calculated path and GPS path of the robot has no change while moving in a straight direction. However, again, deviation occurred when the robot made turns.

E. Pentagon Arena

The arena of the third experiment was pentagon-shaped. In this arena, the robot was also allowed to autonomously navigate up to 150 steps in total. The results are shown in Figure 8.
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Again, it is evident that the paths calculated through the algorithm and provided by the GPS are almost the same. However, deviation can again be observed after the robot takes a turn. The deviation kept increasing as the robot took more turns.

F. Adding a Kalman Filter

The Kalman Filter is a generic algorithm that is used to estimate a system variable while observing the measurement over time [15]. It is simple, consumes very small computational power, and is used with inaccurate or noisy measurements to estimate the state of that variable or another unobservant variable with greater accuracy. As the NAO robot moves, it encounters some deviations which do not form a regular pattern and hence in the long run will produce more deviations against the GPS values. We used a simple Kalman filter for one dimension which is very effective in computational cost and does not need any memory except the previous state.

The modified algorithm, with the Kalman filter, was tested in the rectangular arena. Figure 9 shows the results of this experiment. It is evident that the position calculation is not improved significantly after using the Kalman filter.

V. CONCLUSION

Using the Webots simulator, we designed a 2-D real-time mapping for a virtual NAO humanoid robot in different arenas using only ultrasonic sensors. All the graphs were plotted while the robot was navigating autonomously through the arena and were updated after each step. The results show that our algorithm is very simple in its calculations, yet it determines a more accurate position than the one provided by the GPS position of the simulator. Some deviation occurred in the position and orientation of the robot from the GPS values as the robot made turns. In Figure 3, we demonstrated that the robot is unable to make the turn at an exact angle and hence deviation is produced from the expected position.

The results demonstrate that the algorithm is able to localize the robot and obstacles in the environment while autonomously navigating through it. This localization is more accurate in the rectangular arena than in the triangular and pentagon arenas, maybe due to the acute angles and more angles in triangular and pentagon arenas respectively. However, further experiments may need to be conducted to build concrete reasoning.

We used the Kalman filter for one dimension variable to improve the results. However, it was evident that the filter did not significantly improve the results. The reason behind the negligible improvement from the Kalman filter is possibly the very small deviation in the calculated path compared to the simulator's GPS path. Furthermore, our experiment was limited to 150 steps. The filter may be effective for a higher number of steps. Anyhow, we do not consider the Kalman effective in our case.

Knowing the exact position of a robot, obstacles, computational cost, backup, and battery life are crucial for a robot to work in any environment. Hence we used only one sensor, the ultrasonic sensor, thus reducing computational cost and increasing battery life. This algorithm can also work as a backup if other sensors, such as the camera, fail. In the future, the work can be extended to improve the robot positioning further by improving the Kalman filter and its gain. Furthermore, the study will be extended to perform the experiments with real robots.
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