An Enhanced Software Framework for Improving QoS in IoT

Abstract—Internet of Things (IoT) and Artificial Intelligence (AI) with its subcomponents are the latest emerging technologies that make our daily lives easier. Quality of Service (QoS) plays a very important role in IoT due to the large number of interconnected nodes. QoS is inversely dependent on the node count, i.e. the increment of nodes causes hampering to QoS, as increasing the number of nodes increases the number of requests to the IoT server. An enhanced framework is strongly needed to control QoS in IoT applications. This study proposes and implements an enhanced framework using Matlab, to control the number of requests. The proposed model can improve QoS parameters like throughput, latency, and packet loss by reducing the number of requests generated by the end nodes without compromising the services to the end user. The results showed that QoS parameters improved in terms of throughput by 5-10%, packet loss by up to 6%, and packet latency by 4%. This model can also be tested in hardware and may provide a better QoS solution.
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I. INTRODUCTION

Technology is transforming daily life and the world is getting more and more digitized, as objects are interconnected to the internet to provide. Digital applications exploit networks, wireless sensors, Wireless Local Area Networks (WLANs), and the Internet to improve their performance. Everything related to IoT can be considered as an edge node that helps in sensing, measuring, and interpreting data, and therefore requires good internet connectivity [1-5]. The huge number of complex interactions between devices in edge nodes causes difficulties in achieving dynamic QoS requirements. Service-oriented IoT is based on dynamic services for various applications and software tools to process and monitor parameters. This technology faces many challenges such as power consumption, lack of compliance, botnet attack, real-time sensing, and failure of components [1]. Various architectures have been proposed for traditional networks, but the existing traditional QoS attributes are inappropriate, and more QoS attributes should be considered to include energy consumption, information accuracy, better utilization of the network, and IoT coverage [6]. To overcome these problems, a new QoS model is required to improve and balance data accuracy and the quality of the data delivered to the sensors [6]. The accuracy of the information is the key to closing the gap between sensor data and the actual world [6].

IoT technology faces challenges such as standardization, cyber security, and energy management [6-8]. These problems motivated researchers to examine new IoT architectures for QoS, considering traditional and special attributes such as accuracy, energy consumption, and network optimization. This study proposes a three-layer architecture, i.e. sensor, network, and architecture, to achieve adequate performance depending on the demanded service. The Building Management System (BMS) is responsible for automatic regulation, control, and maintenance of predefined parameters to control functionality. It improves the Quality of Life (QoL) by improving the management system including transportation, smart grids, traffic lights, surveillance, and smart services. IoT-based systems can support these requirements easily by using Power over Ethernet (PoE), which offers an opportunity to revolutionize these devices. A survey study showed that buildings are responsible for consuming around 40% of the total energy consumption, but the BMS is increasing rapidly due to IoT applications. This study aims to:

• Investigate and analyze the main parameters that are vital for improving the performance of IoT QoS.
• Propose a framework to improve certain parameters of the IoT network, such as latency, throughput, and packet loss.
• Propose a novel algorithm to reduce the number of requests generated by IoT end-nodes and hence reduce the load of the IoT server.

II. RELATED WORKS

Although QoS for traditional networks has been explored a lot, the research on service-oriented IoT was comparatively less. A three-layered architecture was proposed for service-oriented IoT in [1], including the Application, Network, and Sensing Layers, to optimize scheduling performance and minimize resource costs. The Application Layer was used to explore optimal QoS-aware services using component services.
The Network layer was used to deal with the scheduling of heterogeneous network environments. The Sensing Layer was used to deal with information acquisition and resource allocation. Edge Computing improved the user experience by bringing computing resources closer to the location where IoT produces data [7]. IoT users face QoS hindrances for the isolated execution of their applications. The skillful pairing of cloudlets to IoT applications is the primary task to resolve QoS constraints. A bilateral solution for edge services was proposed in [7], taking into account the demands of QoS in terms of service response time and establishing the dynamic pricing of the edge service rooted in the motives of cloudlets, IoT users, and the system.

The existing energy management mechanism fails to estimate real-time computation and the mobility of battery-powered IoT [8]. This study presented real-time computations under QoS constraints for battery applications and proposed a mobility-aware network for lifetime maximization. This was performed in two stages, online and offline. The online stage included a time-efficient QoS for the execution of a task to the frequently changing QoS requirements, while optimal mobility maximized network lifetime in the offline stage. A QoS-constrained IoT system operating with Finite Block Length (FBL) codes was proposed in [9] to support low latency communications, studied the arrival model and the deadline limit, and presented a QoS-constrained throughput expression. This study proposed an optimal power control algorithm to maximize throughput while guaranteeing a certain reliability target.

Despite the enormous attempts in standardization to reach the full potential of IoT, many challenges still exist. In [10], the QoS parameters and metrics were highlighted to improve an IoT device, considering QoS metrics such as throughput, delay, and packet loss. As multimedia services demand equalized QoS, they can use Quality of Experience (QoE) to dynamically assign resources [11]. This study determined various methods to enhance QoE and presented a mathematical model to meet the desired QoE. As QoS factors have a strong influence on QoE, IoT services were examined by equating three fundamental metrics of QoS: small loss, latency, and jitter [12]. These studies show that there is room for further improvement in the QoS of IoT. As IoT applications are vital in different parts of life, such as health monitoring [13, 14] or intrusion detection [15], there is still a need to improve existing algorithms and improve the throughput, latency, packet loss, and performance of the IoT server by reducing the number of packets.

III. PERFORMANCE PARAMETERS FOR QoS OF IoT

IoT is expanding rapidly in wireless communications [16]. Cisco proposed a standard IoT framework having 7 IoT levels, distributed in 3 computational layers: Edge-side, Server/cloud-side, and User-side layer. These computational layers transform real-world data into application visions. The Edge-side layer consists of 3 different levels in the framework: Edge nodes, Communication, and Edge Computing. Edge nodes provide the intelligence to sense, measure, and connect the Internet gateway to the cloud [18]. IoT Information Communication Technology (ICT) transfers information human to human, human to things, and things to things [19]. Edge-Computing is an emerging model that extends the cloud and its services to the edge of the network [20]. The Server/Cloud-side layer embeds data accumulation and abstraction, requiring high computational power, transmission cost, and delay [16]. To address the needs of non-real-time applications, real-time data is acquired in the data aggregation stage, which determines whether the data is relevant or not for the required application. The data abstractions stage conducts data preparation for the consumer application. The User-side layer consists of users and centers.

The performance parameters of QoS in IoT are latency, accuracy, and Packet Error Rate (PER). Latency is a measure of delay. In networking, latency is the measurement of data transmission to the target. In [21], the latencies of 3 Amazon Web Service (AWS) regions EAST-1, EAST-2, and WEST-2, and three Azure areas WEST, CENTRAL, and EAST were examined. To handle the latency of IoT instruments, it was noted that the aggregated processing latency in AWS was more than in Azure. The average latency was 45, 49, and 46ms for AWS EAST-1, EAST-2, and WEST-2 respectively, while 14, 12, and 4ms were the latencies for Azure WEST, CENTRAL, and EAST respectively. In [22], the analytical and downlink latency was compared, deriving expressions and highlighting performance tradeoffs in channel scheduling. The simulator was developed in Matlab and it was observed that it had a latency of 10ms.

Accuracy measures how close the displayed measurement is to the actual value of a signal. A framework was proposed in [23] to evaluate the accuracy by estimating the number of disk I/O per process. It was implemented with the INU emulator in Matlab by fixing 2 parameters: n as the number of buckets in the bucket array, and m as the number of buckets in each bucket subarray. Three simulations were performed for \( t = 1, 5, \) and 10 minutes, and \( n \) and \( m \) were observed to be 20 and 5 respectively, to achieve accuracy. Piggybacking was used in [24] to improve accuracy. A comparison of the Shewhart and Least Mean Square (LMS) methods was performed for data-transmission reduction of the two datasets. For the indoor scenario, the numbers of transmissions were 408 and 58 for LMS and Shewhart respectively. For the outdoor scenario, the number of transmissions was 682 for LMS and 201 for Shewhart. During the measurements, it was observed that the current consumption increased with the increase in piggyback, and the battery life reduced.

PER is used to test the access terminal’s receiver performance. A newcast approach was proposed in [25], using a moving average along with a network of devices to survey the PER of the current frame. This process can increase the probability of data renewal by providing the aimed number of encrypted yield packets to meet the number of required packets for appropriate data decoding and recovery. When using the legacy procedure, the data recovery probability strongly decreases accompanying the increase in packet inaccuracies. The packet error probability was between 0.1 and 0.3, and the PER was 0.012 for the legacy and 0.015 for the proposed model. PER in Wireless Sensor Network (WSN) for Heating, Ventilation, and Air Conditioning (HVAC) systems was
investigated in [26]. PER data were captured for 1 month. Temperature and humidity were collected and packet loss percentage was reported. The data were split into 3 classes: temperature and moisture (Class 1), neighbor node ID along with the number of hops (Class 2), amount of packets and small rebroadcast counts (Class 3). It was noticed that impenetrable node classification regionally can considerably reduce packet drain. The packet loss ratio of Class 1 was higher compared to the other two classes, possibly due to the large size of the packets. It was also deduced that a network could be simulated to decrease the load counts by balancing the optimum count of nodes and separation.

IV. PROPOSED FRAMEWORK

An IoT network consists of a large number of interconnected devices. Some interconnections are based on local networking, and some of them require an Internet connection. The QoS of the IoT is based on the requests generated per unit of time for a particular IoT platform. An IoT platform can use Bluetooth, WiFi, Zigbee [27], or satellite networks [28]. Figure 1 shows the conventional and the proposed architecture of the IoT layer and the generation of a request to the IoT server. If the number of requests for a particular application can be reduced, then the QoS can be enhanced. There are many IoT platforms available on the market that focus on enhancing the devices to be served. The mutual benefit of an IoT hardware manufacturer and an IoT platform developer is that the more devices demanded, the more profit can be earned. But there is a very good scope for enhancing the QoS of a particular server by reducing its load.

![Fig. 1. (a) Conventional and (b) proposed IoT framework.](image)

The proposed framework is based on a BMS application. Increasing the number of IoT devices requires a greater number of IoT devices connected to the IoT cloud, increasing the load of the server and compromising QoS as a greater number of requests is generated. Figure 1(a) shows the conventional approach of an IoT framework where both the user and the edge side layer generate requests to access the Internet. This may be to access the devices, log data to the cloud, etc. This generates a higher number of requests to the IoT service provider. Figure 1(b) shows the proposed approach of the IoT framework, which is based on user requirements. There are many tasks where the user is near to the edge side layer, so he can directly access the data from the edge side layer. In such cases, low-distance wireless communication can help a lot. WiFi, Bluetooth, and Zigbee are some of the protocols which can be accessed locally, so some requests generated by this model could be handled locally by the user. This approach can significantly enhance the QoS by decreasing the load over the IoT service platform. Figure 1(b) also shows that the number of requests generated by the edge side layer can also decrease due to the direct access to the user. Figure 2 shows the flowchart of the request generation and handling using the proposed IoT architecture. Users and devices generate requests in the application and session layers. The application and edge-side layers will check whether it is necessary to send these requests to the cloud server or not. After examining the type of request, if the request can be handled locally, then the network conditions will be checked. If the deployed network has some local networking with LAN WiFi, Bluetooth, or Zigbee, then the request will be checked and forwarded to the deployed network. Such requests can be handled locally, and there is no need to send them to the IoT platform server. If the request is not local, then the IoT platform has to be accessed. The same procedure must be followed if the network does not exhibit any local networking.

![Fig. 2. Flowchart of the proposed IoT framework.](image)

V. SIMULATION RESULTS

A simulation model was created to examine the proposed architecture. The numbers of requests generated by the user-side layer and the edge-side nodes were combined for the IoT service platform, and it was assumed that the number of service requests generated per node per unit of time was between 1 and 10, 30, and 50. In this scenario, the number of IoT nodes increases as time increases, and the load over the number of requests generated per unit of time can be formulated as:

\[ R = \sum_{i=1}^{n} rand(R(i)) \] (1)

where \( R(i) \) is the number of requests generated by the \( i \)-node at any time \( t \). Figure 3 shows the number of requests generated at any time \( t \) in a stochastic nature. The graph also shows that the number of requests continuously increases for an increasing number of IoT nodes. The number of requests was considered stochastic due to their random nature. As Figure 4 shows, applying the proposed method decreased the total number of requests. This was due to bypassing some user requests directly to the edge side layer. Figures 3 and 4 show that requests may proceed to 4500 requests per time unit using the conventional framework and a maximum of 2600 requests per time unit using the proposed method.
A test environment was built in Matlab to validate and justify the proposed method, considering a Wi-Fi network. This network requires a Wi-Fi Access Point (AP) and a Station Point (STA). A 12-node AP and a 24-node STA model were considered and used for the development of a Wi-Fi-enabled IoT model for a BMS application. Some network parameters were considered to examine the load sharing of the server. The IoT servers were accessed by the AP, which was responsible for sending and receiving data from the STAs to the server and vice versa. Figure 5 shows the throughput of 12 APs in the proposed and conventional approaches. The number of requests generated by the STAs was taken in two domains. In the first domain, the requests were forwarded to APs directly without using any filtration process, and in the second, the requests were forwarded to APs with the intelligent queuing process. This process followed the algorithm shown in Figure 3 to separate the server-oriented and local requests. Figure 5 shows that the throughput of the AP improved significantly in each node, increasing the quality of the network. Figures 6 and 7 show the packet loss and the average packet latency of STAs for both methods, considering again 24 STAs.
Figure 5 shows the reduction in packet loss for each node that functions as an STA. STAs are nodes that have some sensors, and may connect directly with the user based on the request type. Conventionally, each STA is supposed to provide and receive data from the server, and any request generated by the user or the STA pings the server and increases its load and packet latency. The proposed method reduced the number of requests to the server, and thus reduced the packet loss on each node. Figure 7 shows the average packet latency for the proposed and conventional method. Average packet latency also decreased using the proposed algorithm, due to the smaller number of requests to the server. Packet latency is directly proportional to the number of requests generated by each STA. The number of requests generated for any IoT platform using the conventional approach increases significantly with the number of nodes, lowering the QoS parameters of the IoT network. As the increasing number of nodes in an IoT platform can’t be controlled, the proposed approach can suit many applications. The proposed algorithm helps to lower the requests without limiting the number of nodes, and hence it can be very useful. Future work could investigate an AI-based intelligent approach to control the number of requests to the server at the device level. The nature of such a modification should have a very small memory footprint because of limited resources.

VI. CONCLUSION

Enhancing QoS without compromising the number of nodes is a challenge for IoT applications and the research society. The most important QoS parameters of an IoT network, i.e. packet loss, throughput, and latency, are directly proportional to the number of packets generated by the network. An intelligent model was proposed and investigated to reduce the requests to the server from the nodes. This model recognized requests that can be handled locally or should be forwarded to the server. The packet loss, throughput, and packet latency of the proposed model were examined using Matlab. The results showed that the proposed method minimized the number of requests by almost half on average of the conventional model. This enhanced the throughput of the networks by around 5-10%, depending on the number of nodes, and decreased the average packet latency by 4%. The average packet loss also decreased by around 3-6%.

Dividing the number of requests to those to be handled locally and by the server can become smarter using AI and machine learning algorithms, which could be future work. AI and machine learning algorithms can drastically enhance the proposed model and enhance the overall network performance. A trained neural network and a double Q method could enhance QoS. For validation, network tools like NS2, NS3, or a real-time physical network could be utilized.
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