Abstract—The shortage and availability limitation of RT-PCR test kits and is a major concern regarding the COVID-19 pandemic. The authorities' intention is to establish steps to control the propagation of the pandemic. However, COVID-19 is radiologically diagnosable using x-ray lung images. Deep learning methods have achieved cutting-edge performance in medical diagnosis software assistance. In this work, a new diagnostic method for detecting COVID-19 disease is implemented using advanced deep learning. Effective features were extracted using wavelet analysis and Mel Frequency Cepstral Coefficients (MFCC) method, and they used in the classification process using the Support Vector Machine (SVM) classifier. A total of 2400 X-ray images, 1200 of them classified as Normal (healthy) and 1200 as COVID-19, have been derived from a combination of public data sets to verify the validity of the proposed model. The experimental results obtained an overall accuracy of 98.8% by using five wavelet features, where the classification using MFCC features, MFCC-delta, and MFCC-delta-delta features reached accuracy around 97% on average. The results show that the proposed model has reached the required level of success to be applicable in COVID-19 diagnosis.
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I. INTRODUCTION

Rarely the danger of disease involved such an extensive amount of our thought as the COVID-19 pandemic. The disease's growth, transmission, and increased mortality make the improvement of prevention important. COVID-19 virus came to light in December 2019 in Wuhan Province, China, and the ensuing pandemic influenced most countries with extensive worldwide health, economic, and personal effects [1]. In order to control the disease, identification and early and follow-up quarantine, are important. The early COVID-19 diagnosis is significantly crucial. The key tool for the diagnosis of COVID-19 disease is actually a reverse transcriptase-polymerase chain reaction (RT-PCR) [2]. Currently, the RT-PCR test is considered a time consuming and strenuous with complicated manual procedure. Moreover, there is a shortage and availability limitation of RT-PCR test kits [3]. Therefore, an integrated solution system, which is both rapid and reliable, is urgently needed for COVID-19 diagnosis. Radiological imaging is an effective and important tool for the detection of COVID-19 in addition to the RT-PCR method [4]. Medical imaging method is complicated because the radiologist must advertently identify the white spots that contain water and pus, which is time consuming and troublesome. Also, a radiologist or doctor may often misdiagnose other conditions including pulmonary tuberculosis as COVID-19. For that reason, recently developed artificial intelligence-driven automatic diagnostic systems based on machine and deep learning result in quicker and more reliable COVID-19 detection and can be considered as alternatives to manual testing [2-4].

II. THE STATE OF THE ART AUTOMATED METHODS IN COVID-19 DETECTION

There are several studies in the published literature which are based on machine learning applications to detect and diagnose COVID-19. These state of the art approaches are based on machine and deep learning approaches by using chest X-ray images. Machine and deep learning systems are frequently used to automatically extract specific classification features for the purpose object. Authors in [4] established a Convolutional Neural Network (CNN)-based model for
COVID-19 diagnosis. They used 3 different groups of X-ray images, i.e. COVID 19, pneumonia, and normal/healthy. The researchers managed to achieve a classification accuracy of 92.6% with images from all groups, while authors in [5] reported 87% accuracy in a similar study. Authors in [6] evaluated the performance of different CNNs (VGG19, Inception, MobileNetV2, Xception, and InceptionResNetV2) in COVID-19 detection. They used three different groups of X-ray images comprising of COVID 19, pneumonia, and normal and the highest achieved accuracy was 96.78%. Authors in [7] built up a Bayesian Convolutional Neural Network (BCNN) architecture for COVID-19 detection with an accuracy score of 92.9%. Authors in [8] developed a CNN model termed as CoroDet for automatic COVID-19 detection by using chest X-ray images with accuracy of 94.2% for COVID, normal, and non-COVID viral pneumonia classes [8]. Authors in [9] proposed a CNN model, and Support Vector Machine (SVM) with the linear kernel function to classify COVID-19 and healthy chest X-ray images and reached 94.7% accuracy. Authors in [10] developed two cascade networks, SEME-ResNet50 and SEME-DenseNet169, to assess three classes of chest X-ray images: normal, bacterial, and COVID-19 pneumonia with 85.6% accuracy score in classification of pneumonia infection. Authors in [11] proposed a CNN model and transfer learning for COVID-19 detection for 3 classes, normal, bacterial, and COVID-19 pneumonia with 95.69% precision by using ResNet-50 pretrained model. Authors in [12] developed an integrated deep learning model focused on a capsule network and used a four-class dataset of chest X-ray images, achieving 95.17% accuracy score in classification of COVID-19 pneumonia. Authors in [13] designed a capsule network and used a four-class dataset of chest X-ray images for infected patients and achieved 95.38% accuracy using the ResNet50 architecture with SVM classifier.

The current study aims to implement a new model for COVID-19 disease detection by using advanced deep learning technique. Effective features were extracted using wavelet analysis and Mel Frequency Cepstral Coefficients (MFCC) method, and in the classification process the SVM classifier was utilized. A total of 2400 X-ray images, 1200 Normal (healthy) and 1200 COVID-19, were derived from a combination of public data sets to verify the validity of the proposed model. With regard to the pandemic outbreak, the proposed study seeks to close the gap between the small number of highly qualified radiologists and the increasing need for chest x-ray interpretation.

III. METHODOLOGY

A. Feature Extraction

COVID 19 symptoms can be seen in lungs, both in the peripheral and subpleural areas, particularly in lower lobes and posterior segments. In X-ray images, the appearance and consolidation of bilateral nodular and peripheral ground glass lenses should serve as a warning for radiologists of the potential for COVID-19 [15]. However, X-ray image diagnosis and examination of COVID-19 symptom consumes time and relies on the existence of medical experts. Hence, computer assistance is important in helping the medical staff to detect COVID-19 in X-ray images [4]. Many methods for extracting features are used in the literature. This study aims to apply methods for detecting COVID-19 from X-ray images. These methods are described in detail in the next section.

1) Wavelet Features

In image processing, 2-Dimensional Discrete Wavelet Transformation (2D DWT) is a powerful image analysis, denoising, and image segmentation method. When the original image is transformed by low pass and high pass filters in the x and y directions, the 2D DWT is computed. The obtained images are down-sampled to half of the original image dimensions. With high pass and low pass filters, the resulting images are convoluted again. The four sub-band acquired images comprise the approximation coefficient (containing the maximum image information), horizontal, diagonal and vertical image information, and the approximation coefficient (containing the maximum image information) [16, 17]. Three image details are being employed to determine the energy of any decomposition level by applying the absolute values for the wavelet coefficients (the highpass images). Then the total energy for the three high pass images is computed. Five energy values corresponding to each of 5 decomposition levels are extracted.

2) Mel Frequency Cepstral Coefficient (MFCC) Features

MFCC is a very popular and efficient technique for signal processing where the frequency bands are distributed depending on the Mel-scale [15, 18].

Fig. 1. MFCC feature extraction.
corresponding feature vector coefficients. Classification is performed by using SVM. The steps involved in the MFCC feature extraction are summarized in Figure 1 [19].

3) Framing and Windowing

The resulting 1-D signal is a non-stationary signal, therefore analysis should always be performed by blocking the signal into possibly overlapping frames, so that the signal is constant [20]. In this step, the continuous 1-D signal is broken into 60 frames of N=2000 samples, with consecutive frames separated by L=512 samples. The adjacent frames are overlapped by N-L samples, which is around 74.4%. Windowing is done by using a hamming window represented by \( w(n) \) multiplied by the input signal represented with \( x(n) \). The output signal is represented by \( (1) \):

\[
x_i(n) = x(n)w(n - m_i), i = 0, ..., k - 1
\]

where \( k \) is the number of frames and \( n \) is the number of samples by which the window is shifted in order to yield the \( i \)-th frame then taking the DFT of the resulting signal [21].

4) Mel-Spectrum

The resulting spectrum of Fourier transformed signal is given as input to a Mel-scale filter bank that consists of 24 filters. The coefficients of each Short Time Fourier Transform (STFT) are multiplied by the corresponding filter gain to know the approximation of the existing energy at each spot with the help of a triangular overlapping window. These energies are also known as the Mel spectrum and can be used for calculating the first 13 coefficients using DCT. A popular formula to convert \( f \) in hertz into \( f_{mel} \) is given in (2) [20, 21]:

\[
f_{mel} = 2595 \log_{10}(1 + \frac{f}{700})
\]

5) Discrete Cosine Transform (DCT)

The DCT applied to the transformed Mel frequency coefficients produced a set of MFCC cepstral coefficients which are usually referred to as stationary features.

6) Dynamic MFCC Features

The cepstral coefficients are usually referred to as static features, since they only contain information from a given frame. The extra information about the temporal dynamics of the signal is obtained by computing the first and second derivatives of the cepstral coefficients. The first-order derivative is called delta coefficients (delta-MFCC), and the second-order derivative is called delta–delta coefficients (delta–delta-MFCC). In this work, 39 features are extracted from each method [22]. Figures 2 and 3 show the MFCCs coefficients for the normal chest and chest infected with Coronavirus. The \( x \)-axis represents the number of MFCCs extracted from the input signal and the \( y \)-axis represents the feature values for each frame. In this work, the first 13 MFCC coefficients were used and the rest were discarded. The lower order coefficients contain most of the information about the overall spectral shape according to the feature values shown in Figures 2 and 3. We can observe the difference in MFCCs.

B. Classification

The purpose of supervised machine learning is to build a model that makes predictions based on evidence in the presence of uncertainty. The machine learns from the results when adaptive algorithms classify data patterns. The computer improves its prediction performance when exposed to more observations. Particularly, a learning algorithm uses a known array of input data and known data responses (classes) and trains a model to provide a reliable prediction of how new data will respond [22, 23]. In this study, the input X-ray image that has COVID-19 disease was addressed class 1 and the image without a disease was addressed as class 0. Figure 4 shows a simple description of the SVM.
where $n$ is the number of extracted features and $m$ is the number of images.

All supervised learning approaches begin with an input data matrix. The data were arranged in such a way that one observation was made in each row in the feature matrix and one variable or indicator in each column. In this step, each X-ray image in the data set has been extracted and organized in a matrix for each image, called a data matrix. Each row has 5 characteristics related to the 5 wavelet features previously mentioned and another 39 features from each MFCC method. Cross-validation is a statistical approach for the computation and comparison of learning algorithms through the division of data into two segments: the first one for model creation and the other for model validation. The essential cross-validation method is a k-fold cross-validation [24, 25]. In this study, a 10-fold cross-validation approach was used in which the Matlab software randomly divides the data into 10 sets of the same size, and then trains the SVM classification on the 9 sets. The previous steps are repeated 10 times and the method incorporates generalization statistics from each fold.

C. Performance Evaluation

In this study, X-ray images were used for the diagnosis of COVID-19. The total number of chest images used in this work is 2400, of which 1200 are images with COVID-19 while the rest are images from normal lungs. The terms used in the confusion matrix (Table I) can briefly be described as: True Positive (TP): true event system classified as true, True Negative (TN): false event classified as false, False Positive (FP): false event classified as true, and False Negative (FN): true event classified as false [25, 26].

\[
\begin{bmatrix}
 f_{1,1} & \cdots & f_{1,n} \\
 \vdots & \ddots & \vdots \\
 f_{m,1} & \cdots & f_{m,n}
\end{bmatrix}
\]  

(3)

\[
\text{Accuracy (AC)} = \frac{TP + TN}{(TP + FP + TN + FN)} \times 100
\]  

(4)

Sensitivity (True Positive Rate (TPR)) and Specificity (True Negative Rate (TNR)) are also calculated from the confusion matrix using (5), and (6) respectively [25, 26]:

\[
\text{TPR} = \frac{TP}{TP + FN}
\]  

(5)

\[
\text{TNR} = \frac{TN}{TN + FP}
\]  

(6)

IV. RESULTS

In this section, the results of the classification using wavelet features and using MFCC features are presented. As mentioned above, 1200 normal and 1200 coronavirus X-ray images were considered. The data were collected from different publicly accessible datasets, online sources, and published papers. They form the database of COVID-19 X-ray images in [27].

A. Classification using Wavelet Features

The result confusion matrix of using wavelet features in the classification process is shown in Table II, where the AC is equal to 98.83%, TNR is 99.75%, and TPR is 97.95%.

<table>
<thead>
<tr>
<th>Confusion matrix</th>
<th>Patient case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>1197</td>
</tr>
<tr>
<td>Abnormal</td>
<td>25</td>
</tr>
</tbody>
</table>

B. Classification using MFCC Features

This section includes 3 experiments, the first one is classification of the X-ray chest images into normal and corona cases using MFCC features, where the second and the third experiments are accomplished using MFCC-delta and MFCC-delta-delta features.

1) MFCC Features

The result confusion matrix of using MFCC features in the classification process is shown in Table III, where AC is 95.46%, TNR is 94.17%, and TPR is 96.82%.

<table>
<thead>
<tr>
<th>Confusion matrix</th>
<th>Patient case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>1128</td>
</tr>
<tr>
<td>Abnormal</td>
<td>37</td>
</tr>
</tbody>
</table>

2) MFCC Delta Features

The result confusion matrix of using MFCC-delta features in the classification process is shown in Table IV, where AC is equal to 97.75%, TNR is 97.43%, and TPR is 98.07%.

<table>
<thead>
<tr>
<th>Confusion matrix</th>
<th>Patient case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>1169</td>
</tr>
<tr>
<td>Abnormal</td>
<td>23</td>
</tr>
</tbody>
</table>

3) MFCC Delta Delta Features

The result confusion matrix of using MFCC-delta-delta features in the classification process is shown in Table V, where AC is 97.83%, TNR is 97.52%, and TPR is 98.15%.

<table>
<thead>
<tr>
<th>Confusion matrix</th>
<th>Patient case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>1170</td>
</tr>
<tr>
<td>Abnormal</td>
<td>22</td>
</tr>
</tbody>
</table>

C. Comparison

From the presented results, classifying the X-ray images using wavelet features gave higher accuracy than using the three types of MFCC features. Also, MFCC-delta-delta...
provided higher accuracy than the other types of MFCC features.

The number of features used in the classification process is not necessary to be high, but the type of the method used to extract these features is most important to get higher accuracy. From the results, we found that using only 5 effective features (wavelet features) gave better results than using 39 MFCC features. The consumed computational time in the feature extraction process and classification experiment was about 10 minutes. Inspired by the previous research studies, the current work used advanced deep learning techniques to introduce a new model for the detection of COVID-19. The extracted effective features using wavelet analysis and MFCC were used with the SVM classification technique. A hybrid of public data sets have been used to validate the value of the proposed model by a total of 2400 X-ray images categorized as 1200 normal images and 1200 images of patients infected with COVID-19. The proposed method aims to help close the gap between the smaller number of highly trained radiologists and the growing need for chest X-ray interpretation in relation to the pandemic outbreak.

V. DISCUSSION

Early diagnosis of the coronavirus condition is significant in order to minimize the probability of pandemic transmission. Automated early disease diagnosis can be obtained using radiological images by using artificial intelligence-based image processing approaches. Many studies have recently been carried out based on machine learning models for COVID-19 detection. Mostly, in the present state of the increasing prevalence of COVID-19 cases, many researches focus on clinical characteristics. Deep Learning is a combination of machine learning approaches based primarily on automated image detection and classification. The classification and detection of the proposed object are the dual major objectives in which deep learning is implemented. The progress of machine learning has significant benefits for patient assessment and the improvement of computer-aided systems. Table VI summarizes the methods for automatic detection of coronavirus cases where the proposed method for detecting COVID-19 using X-ray images is compared with the methods used in previous studies. The model results demonstrated in the present research have been shown to be superior than the ones of earlier researches. In this work, a new diagnostic method for detecting COVID-19 disease is implemented using advanced deep learning. Effective features were extracted using wavelet analysis and MFCC method, and they were used in the classification process with the SVM classifier. In order to test the proposed model, publicly available X-ray images used in previous COVID-19 studies were utilized. In the experimental testing of the proposed approach, the highest performing effective properties were selected using the current model. Testing results show an AC score of 98.8% achieved using wavelet features and demonstrated that the current proposed model is more successful than earlier studies carried out for the detection of COVID-19 using X-ray imaging.

The proposed work has several certain limitations. First of all, the network design could be improved to increase the sensitivity or TP rate of COVID-19 detection. In the current workflow, if the stage1 model misclassifies a viral pneumonia image as healthy or bacterial pneumonia, the further detection of COVID-19 or other viruses completely misses. Also, the limited number of COVID-19 images makes it more difficult to train the deep learning models from scratch, which is overcome in the current study by using the deep transfer learning method. The present work is carried out with images from Kaggle [27]. The work can be extended with a greater number of images of COVID-19 form other databases.

VI. CONCLUSION

The experimental results show that the proposed application of using wavelet for chest X-ray images feature extraction has very good accuracy, around 98.8%, and hence can be used for application in combination with other techniques such as the MFCC to increase the accuracy rate and to make it more efficient. In future research, a mobile Web-based framework is expected to be built that will assist health professionals in their efforts to identify instances of COVID-19 as well as other illnesses. Furthermore, the studies in this field will be investigated by other AI models and attention modules.
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