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Abstract—This study actualized a new hybrid adaptive controller design to increase the control performance of a variable loaded time-varying system. A structure in which LQR and adaptive control work together is proposed. At first, a Kalman filter was designed to estimate the states of the system and used with the LQR control method which is one of the optimal control servo system techniques in constant initial load. Then, for the variable loaded servo (VLS) system, the Lyapunov based adaptive control was added to the LQR control method which was inadequate due to the constant gain parameters. Thus, it was aimed to eliminate the variable load effects and increase the stability of the system. In order to show the effectiveness of the proposed method, a Quanser servo module was used in Matlab-Simulink environment. It is seen from the experimental results and performance measurements that the proposed method increases the system performance and stability by minimizing noise, variable load effect and steady-state error.
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I. INTRODUCTION

Estimating the state variables in state feedback control systems at trust values is very important in terms of system performance and efficiently working of the system. Immeasurable state variables are generally obtained by the state observers. If the system is stable, the observer used is called a deterministic observer. Otherwise, it becomes a random observer. Luenberger and Kalman type observers are widely used. Luenberger observer (LO) belongs to the deterministic observer class and Kalman filter (KF) to the random observer class. Basic KFs can only be applied to linear random systems [1]. Accordingly, KFs are expressed as a mathematical method that can minimize the disruptive effects and estimate the states by reducing the root-mean-square error. This filter’s structure is especially used in space and military technology, robotics and trajectory control applications, artificial neural networks and different hybrid controller designs [2-5]. LQR that aims to minimize the errors that occur in state output value can also be called as linear optimal state feedback control in time-invariant systems. This is a technique that increases system performance and stability [6]. At the same time, the optimal control input is produced by using controller gain coefficients computed by the LQR method. And so, a response curve close to the desired reference value is obtained [7, 8]. LQR control is used with a KF that estimates the real states of the system in noisy environments in state feedback servo control systems [9, 10]. Lyapunov stability criteria and MIT rule are frequently used methods in designing traditional adaptive control systems to increase the system stability in time varying systems. This method organizes the parameter values based on a reference model output value and aims to increase the system performance against destructive effects [11]. Lyapunov based adaptive control method is generally more effective on system performance and is preferred in various fields and control mechanisms, e.g. position control of permanent magnet synchronous motor [12], X-Y table experimental platforms control [13, 14], and DC motor speed control [15].

II. MODELLING OF THE VLS SYSTEM

A rotary servo system that can change the load in time was used in the experiments. In industrial applications, permanent magnet DC (PMDC) motors are widely used as actuators for electromechanical energy conversion [16]. They direct provide rotary motion or moment and, coupled with wheels or drums and cables, can provide transitional motion or force. VLS plant and PMDC motor parameters are given in Table I. The differential equations based on Newton’s law combined with Kirchhoff’s law regarding the system are:

\[ u(t) = R_{m}i(t) + L_{m}\frac{d\theta(t)}{dt} + e_{g}(t) \]  
\[ \tau_{m}(t) = J_{m}\frac{d\omega_{m}(t)}{dt} + B_{m}\omega_{m}(t) + r_{e}(t) \]  
\[ \omega_{m}(t) = \frac{d\omega_{m}(t)}{dt} \]

where \( i(t) \) is the armature current, \( e_{g}(t) \) is the back EMF voltage, \( \tau_{m}(t) \) is the produced motor torque, \( r_{e}(t) \) is the load torque, \( \theta_{m}(t) \) is the angle of the armature, \( \omega_{m}(t) \) is the angular velocity of the armature [17].

The produced motor torque \( \tau_{m}(t) \) is related to the armature current \( i(t) \) by a constant factor \( k_{1} \), and the back EMF \( e_{g}(t) \)
is related to the rotational velocity of the armature \( w_a(t) \) by a constant factor \( k_w \) as given by (4)-(5):

\[
\tau_m(t) = k_w i(t) \quad (4)
\]
\[
e_k(t) = k_w a_w(t) \quad (5)
\]

### TABLE I. VLS SYSTEM AND LOAD PARAMETERS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n(t) )</td>
<td>PMDC motor voltage</td>
<td>6Volt</td>
</tr>
<tr>
<td>( R_a )</td>
<td>Motor armature resistance</td>
<td>2.60Ohm</td>
</tr>
<tr>
<td>( L_a )</td>
<td>Motor armature inductance</td>
<td>0.15mH</td>
</tr>
<tr>
<td>( k_t )</td>
<td>Motor torque constant</td>
<td>0.00767N.m/A</td>
</tr>
<tr>
<td>( k_t )</td>
<td>Motor back-EMF constant</td>
<td>0.00767Vvolt/(r/s)</td>
</tr>
<tr>
<td>( n )</td>
<td>Total gear ratio (N1/N2)</td>
<td>70</td>
</tr>
<tr>
<td>( \eta_g )</td>
<td>Gearbox efficiency</td>
<td>0.90</td>
</tr>
<tr>
<td>( J_a )</td>
<td>Motor inertia</td>
<td>4.6x10^-2kg.m^2</td>
</tr>
<tr>
<td>( B_a )</td>
<td>Motor viscous coefficient</td>
<td>( \pm 0 ) (negligible)</td>
</tr>
<tr>
<td>( J_{s,leq} )</td>
<td>Initial load and gearbox moment of inertia</td>
<td>4.85x10^-2kg.m^2</td>
</tr>
<tr>
<td>( J_{s,eq} )</td>
<td>Subsequent load and gearbox moment of inertia</td>
<td>3.41x10^-2kg.m^2</td>
</tr>
<tr>
<td>( B_{s,leq} )</td>
<td>Initial load viscous damping coefficient</td>
<td>4.14x10^-2N.s/m</td>
</tr>
<tr>
<td>( B_{s,eq} )</td>
<td>Subsequent load viscous damping coefficient</td>
<td>4x10^-2N.s/m</td>
</tr>
</tbody>
</table>

In the VLS system, angular velocity of the load, \( w_l(t) \), transmitted by the gearbox from armature velocity, \( w_a(t) \) and equivalent armature load torque \( \tau_l(t) \), may be expressed as:

\[
w_l(t) = \frac{1}{n} w_a(t) \quad (6)
\]

\[
\tau_l(t) = \frac{1}{\eta_g n^2} (J_l \frac{dw_a(t)}{dt} + B_l w_a(t)) \quad (7)
\]

where \( \eta \) is the total gear ratio and \( \eta_g \) is the gearbox efficiency.

If (7) is substituted in (2), the general moment expression for the motor is obtained as:

\[
\tau_m(t) = (J_m + \frac{J_l}{\eta_g n^2}) \frac{dw_a(t)}{dt} + (B_m + \frac{B_l}{\eta_g n^2}) w_a(t) \quad (8)
\]

The following equations are obtained for the state space expression of the system by using (1), (3), (4), (5) and (8):

\[
di(t) = -\frac{R_a}{L_a} i(t) - \frac{k_f}{L_a} w_a(t) + \frac{1}{L_a} u(t) \quad (9)
\]

\[
dw_a(t) = \frac{k_t}{J_eq} i(t) - \frac{B_{eq}}{J_eq} w_a \quad (10)
\]

\[
d\theta_m(t) = w_a(t) \quad (11)
\]

where \( J_eq = J_m + \frac{J_l}{\eta_g n^2} \) and \( B_{eq} = B_m + \frac{B_l}{\eta_g n^2} \).

If (9)-(11) are arranged in the state space model and the armature angle is accepted as the output, the state space expression of the servo system is obtained as (12) and (13):

\[
x(t) = Ax(t) + Bu(t) \quad (12)
\]
\[
y(t) = Cx(t) \quad (13)
\]

where state variables are defined as:

\[
x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \\ u(t) \end{bmatrix}, \quad y(t) = \begin{bmatrix} i(t) \\ w_a(t) \\ \theta_a(t) \end{bmatrix}
\]

and the state, input and output matrices are obtained as:

\[
A = \begin{bmatrix} \frac{B_{eq}}{J_{eq}} & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}.
\]

### III. STATE ESTIMATION WITH KALMAN FILTER

Kalman filter is a method that estimates the states and the desired output of the system by using the control input signal \( u(t) \) and the noisy system output signal \( y(t) \). Figure 1 shows the basic block diagram of this method, where \( \hat{x}(t) \) represents the estimation state output, \( \hat{y}(t) \) shows the estimation position (trajectory) output, \( v(t) \) shows the process noise stemming from the deviations occur in the system model and \( w(t) \) indicates the measurement noise stemming from the problems in measurements.

![Figure 1. Block diagram of the state estimation with Kalman filter](image-url)

Linear difference equations (14) and (15) were used to estimate the states of the discrete-time Kalman filter [18]:

\[
x_{k+1} = A x_k + B u_k + w_{k-1} \quad (14)
\]
\[
z_k = H x_k + v_k \quad (15)
\]

where \( z_k \) refers the real measurement value, \( w_k \) shows the process noise and \( v_k \) represents the measurement noise. Kalman filter has two different equation groups. One of them consists of the time update equations that perform estimations of current situations and available error covariance. The other type of equations is the measurement update equations that perform the estimations of states to be used for the feedback. Time update equations are known as “estimating equations” and the measurement update equations are known as the “corrector equations”. Time and measurement updating systems of the cycle belonging to the Kalman filter are given in the following sections.
summary in Figure 2, where \( \hat{x}_k \) shows the estimated states and \( H \hat{K}_k \) indicates the measurement value estimated. \( K_t \) matrix known as the gain value, with \( n \times m \) dimensions, minimizes the next error covariance equality. In addition, noise covariance matrix \( Q \) and measurement noise covariance matrix \( R \) should be defined for the estimation.

Accordingly, there is a need to know a quadratic system, a quadratic reference model, and the mathematical definitions belonging to the control input based on the controller parameters. Let’s assume that these are defined as reference model in (17), plant model in (18) and adaptive control signal in (19) [20]:

\[
\frac{d^2 y_n}{dt^2} = -a_m \frac{dy_n}{dt} + b_m r \\
\frac{d^2 y}{dt^2} = -a \frac{dy}{dt} + bu_1 \\
u_1 = \theta_1 r - \theta_2 \frac{dy}{dt} \\
\text{where, } \theta_1 \text{ and } \theta_2 \text{ refer the control parameters, } y \text{ is the plant output, } y_n \text{ is the reference model output, and } r \text{ is the reference input signal. The tracking error of the control system is given in (20):}
\]

\[
e = y - y_n
\]

By subtracting the (17) from (18), we get:

\[
\frac{d^2 e}{dt^2} = -a \frac{dy}{dt} + bu_1 - ( -a_m \frac{dy_n}{dt} + b_m r )
\]

Equation (22) is obtained as below if (19) is written instead of \( u_1 \) statement in (21):

\[
\frac{d^2 e}{dt^2} = -a \frac{dy}{dt} + b ( \theta_1 r - \theta_2 \frac{dy}{dt} ) + a_m \frac{dy_n}{dt} - b_m r
\]

If we add and subtract \( a_m \frac{dy_n}{dt} \) statement to both sides of equilibrium in (22) and necessary mathematical operations are performed, the derivative equation of the error is found in (23):

\[
\frac{de}{dt} = -a_m e - (b \theta_2 + a - a_m ) y + ( b \theta_1 - b_m ) r
\]

In (23), the required conditions need to be found for trajectory error to converge to zero. Those conditions are provided by \( b \theta_2 = a_m - a \) and \( b \theta_1 = b_m \) equations. Control parameters should be well organized to increase system performance. Lyapunov function that is given in (24) is used to obtain the desired parameter values:

\[
v(e, \theta_1, \theta_2) = \frac{1}{2} e^2 + \frac{1}{b y_1} (b \theta_2 + a - a_m )^2 + \frac{1}{b y_2} (b \theta_1 - b_m )^2
\]

In (24), Lyapunov adaptation gain values are defined by \( y_1 \) and \( y_2 \). Because they are greater than zero, \( b y_1 \) and \( b y_2 \) values are greater than zero. In this case, (25) can be written:

\[
v(e, \theta_1, \theta_2) = \frac{1}{2} e^2 + \frac{b \theta_2 + a - a_m )^2}{2 b y_1} + \frac{b \theta_1 - b_m )}{2 b y_2}
\]
The weighting matrix and adaptation rate of the system [21]. Adaptation gain parameters should be selected according to the index. The LQR gain value (control law for a linear system with a quadratic performance gains where smaller than zero. The following equations can be obtained [11]. Moreover, the derivative of the same function becomes smaller than zero if the parameter values are calculated as given in (34).

\[
\frac{dV}{dt} = -a_m e^2 - (b\theta_2 + a - a_m) \left( \frac{d\theta_2}{dt} - \gamma_1 ye \right) + \frac{1}{\gamma_2} (b\theta_1 - b_m) \left( \frac{d\theta_1}{dt} + \gamma_2 ye \right)
\]

By reference to (27), the derivative expression of the function becomes smaller than zero if the parameter values are obtained. Accordingly, the stability condition of the system is ensured, if the parameters are updated as follows:

\[
\frac{d\theta_1}{dt} = -\gamma_2 ye
\]

\[
\frac{d\theta_2}{dt} = \gamma_1 ye
\]

\[
\theta_1 = \frac{\gamma_2}{s} ye
\]

\[
\theta_2 = \frac{\gamma_1}{s} ye
\]

where \(\theta_1\) and \(\theta_2\) are the control parameters with adjustable gains \(\gamma_1\) and \(\gamma_2\). In conclusion, the system becomes stable if a proper controller design is provided in (30) and (31). Adaptation gain parameters should be selected according to the adaptation rate of the system [21].

Linear quadratic regulator (LQR) provides an optimal control law for a linear system with a quadratic performance index. The LQR gain value (K), that provides optimal state feedback in the system is found in the solution of the Riccati equation given by (32) [22]:

\[
P A + A^T P + Q - P B R^{-1} B^T P = 0
\]

The matrix \(P\) obtained from the solution of the Riccati equation is replaced by (33) and the LQR gain value \(K\) is calculated. Then using this \(K\) value, the \(u_c\) control signal is calculated as given in (34).

\[
K = R^{-1} B^T P
\]

\[
u_c = r(t) - K\hat{x}(t)
\]

where \(\hat{x}(t)\) is the estimation state vector, \(Q\) is the state weighting matrix and \(R\) is the input weighting matrix as in KF.

V. Simulation Results

The block diagram of the Kalman state estimation and the LQR assisted adaptive control system is given in Figure 3. As seen from the figure, the control signals \((u)\) is the sum of the adaptive controller output signal \((u_2)\) and LQR output signal \((u_c)\) given by (19) and (34). LQR and adaptive controllers are designed for initial load \((J_{l_{in}}, B_{l_{in}})\) in the experimental system. The load was kept constant at the first experiment, and the system output responses were obtained separately for LQR (not included adaptive control) and proposed LQR assisted adaptive control. In the second experiment, the system load was changed to \(J_{l_{sub}}\) and \(B_{l_{sub}}\) at 110 seconds and the response curve was obtained for the LQR assisted adaptive control system. The initial load values are given as \(J_{l_{in}} = 4.83 \times 10^{-3} \text{kgm}^2\) and \(B_{l_{in}} = 4.41 \times 10^{-6} \text{Nm} / (\text{r} / \text{s})\) in Table I. In this case the VLS system parameters \(A, B, C\) are obtained as:

\[
A = \begin{bmatrix}
-14444.44 & -42.61 & 0 \\
16670 & -21.73 \times 10^{-4} & 0 \\
0 & 1 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}, \quad C = \begin{bmatrix}
0 & 0 & 1
\end{bmatrix}.
\]

Also, if we choose the \(R\) and \(Q\) parameters for the Kalman filter and LQR control as follows, the LQR gain is found as

\[
K = \begin{bmatrix}
1.1036 & 0.9926 & 1
\end{bmatrix}.
\]

\[
Q = \begin{bmatrix}
3 & 0 & 0 \\
0 & 3 & 0 \\
0 & 0 & 3
\end{bmatrix}, \quad R = 3.
\]

In the design of the Lyapunov based adaptive control system, a 2nd order system given in (35) is used as a reference model.

\[
G_m(s) = \frac{60}{s^2 + 15s + 60}
\]

In the first experiment, while the load was kept constant at the initial value, performance measurements of the LQR control and LQR assisted adaptive control were obtained as given in Table II. It is seen that the proposed LQR assisted adaptive control system gives better performance values than the pure LQR control. The effects of the LQR and LQR assisted adaptive control on the system are shown in Figure 4 and a zoom area of Figure 4 is shown in Figure 5. Error change is shown in Figure 6 and parameter changes are given in Figure 7 for the LQR assisted Lyapunov based adaptive control method.
In the second experiment, the load values are changed to $J_{\text{load}} = 3.41 \times 10^{-3} \text{kgm}^2$ and $B_{\text{load}} = 4 \times 10^{-2} \text{Nm/(r/s)}$ in the 110th second to generate variable load. Adaptation gains were taken the same as $\gamma_1 = 30.5$ and $\gamma_2 = 21.2$ (Table II). The response of the LQR assisted adaptive control system is given in Figure 8. The effect of the variable load occurring at the 110th second is clearly seen. The effect of variable load on parameter changes is shown in Figure 9 and the error change is given in Figure 10 for the LQR assisted Lyapunov based adaptive control method.

### VI. CONCLUSIONS

This research designed a new control system with LQR assisted, Lyapunov based, adaptive control that compensates disruptive effects like noise and variable load and increases system performance. This controller structure has been successfully used in the trajectory control of a servo system that can change the load over time. The system can estimate the states of the time-varying servo system, so, the disruptive effects can be minimized. A stable system design that can comply with the environmental conditions was prepared.

It is seen by the experimental results that the proposed method gives very good results in controlling systems that are exposed to the adverse effects like variable load. Actually, the proposed system compensates well in time-varying systems, so, the system is beneficial in optimal controlling of the system. The error between the system output response and the reference input signal is minimized in time as shown in Figure 10. It is understood from the results that the system control parameters can adapt in time.
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